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Abstract. Memory safety errors enable an adversary to corrupt code
pointers, diverting the program’s control flow. Recent CPU features,
such as Intel CET/IBT, harden software systems against exploitation
attempts that maliciously redirect control flow operations. While IBT
limits valid indirect branch targets, forward-edge transfers can still be
redirected to any IBT-marked function. Thus, IBT cannot provide fine-
grained protection against forward-edge control-flow attacks.
This paper presents code encryption with Intel TME-MK, a novel ap-
proach for control-flow enforcement against software exploitation on off-
the-shelf x86 machines. We repurpose the Intel TME-MK runtime en-
cryption to achieve function-level code encryption. Encrypted functions
are only accessible through function pointers associated with the correct
key, thereby enforcing fine-grained restrictions for control-flow transfers.
We demonstrate two new encryption-based techniques for software hard-
ening in practice: forward-edge control-flow integrity and library encryp-
tion. We implement a security-hardened toolchain that combines com-
piler instrumentation and a loader extension to ensure the validity of
the program’s execution flow through efficient hardware-backed encryp-
tion. Our prototype shows a geomean performance overhead of 7.8%
for forward-edge control-flow integrity and 2.2% for library encryption
evaluated with the SPEC CPU2017 benchmark suite.

Keywords: Code Encryption · Control-Flow Integrity · Intel TME-MK.

1 Introduction

Coding errors that introduce memory safety bugs into software systems are a
severe threat to platform security [45, 49, 63]. Such memory errors are a main
root cause for enabling critical zero-day exploits [22,25,50]. A malicious actor can
exploit how (non-memory safe) C/C++ software interacts with memory [53,61].
This way, an adversary can overwrite a code pointer, e.g., a function pointer or a
return address, to divert the program’s execution flow. Control-flow redirection
allows for advanced exploitation techniques that are generally classified as code-
reuse attacks. For instance, return-into-libc [59] overwrites a return address to
redirect the control flow to a library function (e.g., system in libc). Furthermore,
ROP [11,54] and COP/JOP [9,15] are powerful attacks that allow for arbitrary
attack flows by chaining existing code gadgets located in executable memory.
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Software-hardening defenses, such as security-enhancing compiler options,
are essential for exploit mitigation throughout the entire low-level software stack.
Security extensions need to harden legacy and future C/C++ codebases while
being constrained to strict system requirements, e.g., minor performance impact
and compatibility with legacy x86 software. To maintain efficiency and compat-
ibility while preventing the exploitation of vulnerabilities, defense mechanisms
must be integrated into the processor and enforced in hardware [38,51,60,66].

CPU features, such as Intel Control-flow Enforcement Technology (CET) [60],
address specific sub-classes of control-flow hijacking attacks. Intel CET provides
a shadow stack feature that ensures the integrity of return addresses. This strong
protection against return address manipulation enables backward-edge control-
flow integrity (CFI) [1, 12, 14]. Moreover, Intel CET introduces the Indirect
Branch Tracking (IBT) feature, which explicitly marks valid destinations for
the program’s execution flow. Thus, forward-edge control-flow transfers, such as
indirect jumps and calls, are exclusively limited to IBT-marked functions, which
are identified via designated landing pad instructions. Any indirect branch to an
unmarked address is interpreted as a control-flow hijacking attempt and causes
an exception. However, IBT can only provide coarse-grained CFI. As all valid
targets are marked using the same landing pad instruction, IBT cannot distin-
guish between multiple valid indirect branch targets. Thus, while IBT makes
exploitation harder, this imprecision still allows an attacker to divert the control
flow to any IBT-marked location anywhere in the program’s code region [14,56].

In this paper, we present a novel approach for control-flow enforcement
through fine-grained code encryption on off-the-shelf x86 machines. We repur-
pose Intel’s encryption technology, Total Memory Encryption Multi-Key (TME-
MK) [27,29], for function-granular code encryption. Intel TME-MK implements
efficient runtime encryption, which is typically used for page-granular encryp-
tion of confidential virtual machines (VM) [28, 30]. Our design builds on top of
the TME-MK feature to encrypt code on a function granularity through the use
of page aliasing, a technique that allows multiple virtual addresses to refer to
the same physical memory. Function-granular code encryption enables two new
toolchain hardening techniques: forward-edge CFI and library encryption.

Code encryption and linking function pointers with encryption keys restrict
access to application or library functions. This approach limits available func-
tions within the program, thereby mitigating control-flow attacks by enforc-
ing fine-grained CFI policies or preventing the code reuse of security-critical li-
brary functions. The forced use of encryption keys for function pointers restricts
control-flow transfers, as incorrect decryption leads to garbled code and, thus,
results in the execution of arbitrary pseudo-random instructions, which likely
causes a fault [33]. Compared to IBT, which limits indirect branches to any
marked function entry, our design restricts the overall set of accessible functions
by leveraging up to 32K encryption keys. Moreover, combining our code encryp-
tion with IBT offers synergies, i.e., confining indirect branches to the function
entry and reducing the set of accessible functions. Also, violations are detected,
as the incorrect decryption of code is unlikely to lead to valid landing pads.
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We implement a hardened toolchain consisting of an LLVM [37] extension, a
modified loader, and a kernel patch, enabling control-flow enforcement through
compiler instrumentation with hardware-backed encryption. Moreover, we pro-
vide an in-depth security analysis of our design and a performance evaluation
using SPEC CPU2017 [10]. Our prototype shows practical results with a ge-
omean overhead of 7.8% for forward-edge CFI and 2.2 % for library encryption.
Contributions. In summary, we make the following contributions:

1. We present code encryption with Intel TME-MK, a novel approach that
enforces fine-grained security policies on control-flow transfers by encrypting
functions and linking function pointers to encryption keys.

2. We provide new insights on the application of code encryption: We detail two
software hardening techniques, i.e., forward-edge CFI and library encryption.
In addition, we outline synergies of our encryption approach, resulting in
garbled code, with detection through wrongly decrypted IBT landing pads.

3. We develop a prototype of our security-hardened toolchain and evaluate the
performance, showcasing practical results for SPEC CPU2017.

4. We conduct an in-depth security analysis, highlighting the security properties
and efficacy of our encryption-based design.

Outline. The paper is organized as follows. Section 2 provides the background
of this work. Section 3 defines our threat model. Section 4 presents the design,
and Section 5 describes the implementation of our prototype. Section 6 and
Section 7 provide the security analysis and performance evaluation. Section 8
discusses related and future work. Section 9 concludes this work.

2 Background

This section provides the background on control-flow hijacking attacks, Intel
Control-flow Enforcement Technology (CET), and Intel Total Memory Encryp-
tion Multi-Key (TME-MK).

2.1 Control-Flow Attacks

Software that is developed in non-memory safe programming languages (e.g., C
and C++) is vulnerable to memory safety errors. These memory safety vulner-
abilities, introduced by coding errors, enable a malicious actor to corrupt data
located in memory. Consequently, this also allows an adversary to modify code
pointers (e.g., function pointers or return addresses) through illegitimate mem-
ory interactions. These code pointers are then used by control flow instructions
(e.g., ret, call, or jmp instructions). Hence, the corruption of the target address
allows the redirection of the program’s execution, hijacking the control flow.

In addition, more advanced exploitation techniques, such as return-oriented
programming (ROP) [11, 16], aim to reuse existing code from the executable
memory to achieve arbitrary attack flows. Specifically, ROP attacks chain to-
gether multiple instruction sequences, called ROP gadgets, to achieve arbitrary
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attack flows through the exploitation of return instructions. Note that the return
instruction retrieves the address of the next instruction from the stack and re-
sumes the program execution from that address. By carefully chaining together
these gadgets, also referred to as crafting an ROP chain, and manipulating return
addresses located on the stack, the attacker can execute a sequence of gadgets
to achieve arbitrary code execution flows.

Similarly, call/jmp-oriented programming (COP/JOP) [9,15] reuses existing
code in memory through the redirection of indirect calls and jumps. For in-
stance, these techniques achieve an arbitrary attack flow through the help of a
dispatcher function [9]. Due to their use of gadgets in executable memory, ROP
and COP/JOP attacks are generally classified as so-called code reuse attacks.

2.2 Intel Control-Flow Enforcement Technology

Intel Control-flow Enforcement Technology (CET) [60] is a set of architectural
elements developed to help ensure the integrity of control-flow transfers within a
program. Thereby, the processor is extended with capabilities to enforce control-
flow integrity (CFI) [1,12,14] for both forward-edge and backward-edge transfers.

First, Intel CET provides a hardware-based shadow stack feature that of-
fers strong protection against return address modification, thereby providing
backward-edge CFI. Specifically, the shadow stack organizes and manages a sep-
arate stack that exclusively contains return addresses. On each function call, a
copy of the return address is stored on the shadow stack, thus becoming inac-
cessible to the adversary. When exiting the called function, the return address
is taken from the regular stack. In addition, this (potentially modified) address
is then compared to the return address stored on the shadow stack. A mismatch
during this comparison indicates a corrupted return address and results in an
exception. Thus, return-based code-reuse attacks, e.g., return-into-libc [59] and
ROP [11,54] attacks, are detected and mitigated.

Second, Intel CET provides forward-edge CFI through the integration of
Indirect Branch Tracking (IBT). IBT extends the x86 ISA with landing pad in-
structions (e.g., enbr64). Typically, a compiler inserts landing pads in function
entries to mark valid indirect call/jump targets in executable memory. Since IBT
reduces the potential destinations of indirect branches to valid landing pad in-
structions, it greatly reduces the attack surface for control-flow hijacking attacks
such as COP/JOP [9,15]. However, IBT can only provide coarse-grained CFI. As
all valid function entries are identified using the same landing pad instructions,
an attacker can still divert the control flow to all function entries marked with
IBT within the application or (shared) libraries [56].

2.3 Intel Total Memory Encryption Multi-Key

Intel’s memory encryption technology, Total Memory Encryption (TME) [27],
allows transparent encryption of the system’s entire physical memory with a sin-
gle encryption key. The Total Memory Encryption Multi-Key (TME-MK) [27]
extension provides DRAM encryption with multiple encryption keys, enabling
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Fig. 1: Overview of the Intel TME-MK memory encryption.

the selection of page-granular encryption keys through the processor page ta-
bles [27, 29]. Intel TME-MK is an architectural element mainly used for the
encryption of virtual machines (VMs) and containers, thereby ensuring the con-
fidentiality of DRAM data and helping to counteract physical attacks [26,28].

Figure 1 shows an overview of Intel TME-MK’s memory encryption. TME-
MK operates transparently on memory transactions between the CPU core and
the DRAM memory controller. Writing to memory encrypts the data, and sub-
sequently, reading from memory decrypts the previously encrypted data. TME-
MK organizes its cryptographic key material using a key table that maps the
key identifiers (keyIDs) to their respective encryption keys. To offer more flexi-
bility, TME-MK supports different encryption modes, such as 128-bit and 256-
bit AES-XTS [20, 21, 43, 55] encryption. Additionally, the Intel Trust Domain
Extensions (TDX) [28, 30] add support for authenticated encryption with cryp-
tographic integrity through a message authentication code (MAC).

Memory pages are encrypted depending on the keyID encoded into the upper
part of the physical address of the memory request. Thus, the physical address
carries the keyID to the encryption engine in the memory controller, controlling
the encryption key and mode used for the memory interactions. Note that TME-
MK is specified for up to 215 encryption keys [27]. As the encoding of keyIDs
results in a reduction of addressable physical memory, the size of the keyID is
platform-dependent and varies across processors with TME-MK support.

3 Threat Model

We consider an attacker that intends to exploit a memory safety vulnerability
to corrupt a code pointer (e.g., a function pointer located in memory), hijacking
the control flow of an unprivileged user space program. Thereby, the adversary
exploits a vulnerability in an attempt to modify the program state or behavior
through the redirection of the program’s execution flow. Moreover, we assume
that the attacker knows the address space layout of the target program, i.e., the
attacker knows the addresses of potentially lucrative branch targets.

Intel CET [60] and comparable security features from other CPU vendors
(e.g., AMD Shadow Stack [4] and ARM Guarded Control Stack [5]) are widely
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Fig. 2: High-level concept of the function-granular code encryption.

available. Thus, we assume that the Intel CET shadow stack feature is enabled
and provides us with backward-edge control-flow integrity.

We assume that the privileged operating system/hypervisor is benign and
that writable memory is marked as non-executable (see Write-XOR-Execute).
We consider other attack vectors, such as side-channel attacks [35,41] and fault
injection attacks [34,46,62], to be out of the scope of this work.

4 Design

In this section, we present our novel technique for control-flow enforcement
through code encryption that effectively hardens software against control-flow
hijacking attacks. We repurpose the Intel TME-MK encryption engine, avail-
able on off-the-shelf Intel x86 CPUs, to encrypt individual functions for the
fine-grained restriction of forward-edge control-flow transfers.

4.1 High-Level Overview

At its core, our design encrypts individual functions with designated encryp-
tion keys. Encrypted functions are only available for call sites with a match-
ing key that correctly decrypts the function. When performing an indirect call,
the key associated with the functions pointer is used to decrypt the call tar-
get. Only functions encrypted with the associated key will be decrypted into
meaningful code. Thus, our design enables fine-grained control-flow enforcement
through code encryption. We repurpose the Intel TME-MK hardware feature to
achieve function-granular code encryption on commodity x86 CPUs. Moreover,
our hardened toolchain identifies function pointers and applies compiler-based
code instrumentation to enforce the use of designated encryption keys, depend-
ing on the defined security policy. Note that our generic code encryption scheme
enables a variety of security policies based on the underlying code encryption
mechanism. While this work focuses on a function signature-based policy as a
proof-of-concept, other CFI policies [42,64,67] can also be implemented.

Figure 2 illustrates a high-level overview of the function-granular code en-
cryption employed by our design. In the example, individual 16B memory blocks
of the code section are encrypted with the different encryption keys assigned to
the functions x, y, and z. Moreover, control-flow transfers are instrumented to
enforce the usage of a dedicated encryption key defined by the security policy.
The example shows a function pointer associated with the encryption key of
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function x that is dereferenced by an indirect function call. Enforcing the usage
of the encryption key for function x limits the valid call targets to destinations
encrypted with the respective key. This way, any redirection of the control flow
by tampering with the function pointer, e.g., to the functions y or z, leads to a
decryption with a wrong key. Decrypting code with an incorrect key leads to gar-
bled code due to a pseudo-random decryption result, which the attacker cannot
control. Hence, executing instructions of a function encrypted with a different
key is impossible as the attacker can only receive garbled code.

Furthermore, we assume that backward-edge control-flow transfers are pro-
tected by Intel CET’s shadow stack feature. Note that code encryption also syn-
ergizes with the Intel IBT landing pads. Particularly, our encryption approach
results in garbled code that is then detected through IBT, as the incorrect de-
cryption of code is very unlikely to produce a valid landing pad instruction.

4.2 Code Encryption with Intel TME-MK

Our design repurposes the Intel TME-MK feature to efficiently encrypt exe-
cutable code in memory. Intel TME-MK, originally intended for the encryption
of entire virtual machines, enables page-granular encryption of memory. The en-
cryption uses up to 15-bit keyIDs encoded in the physical address field of the page
table entry to select up to 32K encryption keys [27]. All memory transactions
between the CPU core and the main memory (i.e., the DRAM) are transparently
encrypted using the selected key. Our design advances this page-level encryption
and allows the assignment of different encryption keys to individual functions.
Function-Granular Encryption. While TME-MK operates on page granular-
ity, we can achieve function-granular encryption through page aliasing [57,58,65].
Figure 3 illustrates the function-granular code encryption with Intel TME-MK.
Aliasing allows multiple virtual addresses to refer to the same physical mem-
ory and is typically used for shared memory. For every keyID, the program’s
code region is mapped into the virtual address space using a different virtual
base address. However, all mapped regions reference the same physical memory.
Thus, each keyID has a unique alias that maps to the physical memory using the
associated keyID. Note that the alias mappings are chosen so that the code re-
gions do not overlap with each other or with other regions in the virtual address
space. At program startup, each function in the code is encrypted by writing it
to memory using the corresponding alias for the intended keyID. As the setup of
mappings and encryption of individual functions must precede the regular pro-
gram execution, these steps are performed by the loader. After initialization, the
loader sets the permissions of code pages back to read-only and executable. While
the loader ensures that each function is encrypted with the intended keyID, we
must also ensure that the program uses the correct keyID for function calls at
runtime. We achieve this through compiler instrumentation that forces indirect
branches to use the virtual base address of the designated alias mappings and,
thus, the corresponding encryption keys for forward-edge control-flow transfers.

The example given in Figure 3 shows a 4 kB code page containing three
distinct functions: x, y, and z. Memory aliasing creates different views on the
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Fig. 3: Overview of the function-granular code encryption through Intel TME-
MK. Aliasing creates different views on the computer’s physical memory. Here,
three functions, x, y, and z, are located on the same physical page while each
function is encrypted with its respective encryption key (i.e., keyID 1, 2, and
3). The compiler enforces the usage of keyIDs; thus, code can only be executed
through function pointers associated with the correct keyID. This limits control-
flow transfers as access with an incorrect keyID results in garbled code.

program’s code region, i.e., it allows multiple virtual addresses to refer to the
same physical memory location using different keyIDs. The functions x, y, and z
can be accessed through the three mappings with the corresponding keyIDs 1, 2,
and 3, respectively. Thus, function x can only be called when accessed through
keyID 1 since other aliases result in garbled code and crash on execution.

The compiler enforces the usage of a specific keyID associated with the func-
tion pointer, depending on the security policy. Precisely, our design instruments
the virtual addresses of the function pointers to refer to the alias mapping of
the code section associated with their designated keyIDs. Depending on the se-
curity policy, the control-flow enforcement of our mechanism provides toolchain
hardening for forward-edge CFI or library code encryption.

4.3 Control-Flow Enforcement

We leverage our code encryption approach to harden C/C++ software. First,
our design allows the enforcement of fine-grained CFI policies to protect forward-
edge control-flow transfers. Second, our design enables the encryption of library
code that helps to protect against code reuse of security-critical library functions.
Forward-Edge Control-Flow Integrity. Control-flow attacks allow a ma-
licious actor to redirect program execution to different destinations. When an
adversary manages to corrupt the address of a function pointer used by a control-
flow operation, they can divert the control flow to arbitrary code locations.

To counteract this threat, our design confines indirect branches to individual
functions. We achieve this restriction of valid destinations for control-flow trans-
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fers by associating keyIDs (that correspond to a specific encryption key) with
function pointers. This limits potential branch targets, as functions can only be
executed through the use of a function pointer with the correct keyID. In gen-
eral, our generic design can enforce a variety of CFI policies, e.g., type-based
CFI [64]. For our proof-of-concept, we derive the CFI policy from the function
signature of the target destination. Therefore, the compiler toolchain identifies
function pointers and derives the keyIDs from their function signature. The map-
ping from function signatures to keyIDs is used to associate function pointers
with encryption keys through compiler instrumentation. Subsequently, the func-
tion signatures and corresponding keyIDs are encoded as metadata into the ELF
binary. The modified loader relies on this metadata and is responsible for creat-
ing the mappings for all available keyIDs of the code region, and encrypting the
functions with the associated encryption keys upon program startup.

Even with Intel IBT, the state-of-the-art for CFI in commodity systems, an
attacker can divert the control flow to any marked function entry. Our code en-
cryption technique provides more fine-grained CFI, as forward-edge control-flow
transfers only result in meaningful code if the target is decrypted with the in-
tended key. Further, forward-edge CFI within libraries can be easily achieved by
statically compiling and linking the application and libraries with our toolchain.
In the case of our proof-of-concept CFI policy, attackers are confined to functions
of the same function signature, i.e., function signature-granular CFI. For other
functions, CFI violations result in garbled code. In such a case, the attacker
would force the program to execute arbitrary pseudo-random instructions that
likely crash the program [33]. We can additionally improve the reliability by
combining our encryption-based approach with IBT. As function entries must
be marked by landing pads, most CFI violations are detected by IBT as the
incorrectly decrypted code is highly unlikely to result in a valid landing pad. Al-
ternatively, our code encryption approach can use Intel TME-MK with integrity
support, detecting incorrect code accesses through a cryptographic MAC.
Library Code Encryption. The redirection of control-flow transfers can also
be misused to call or jump into library functions. Library functions are a wel-
coming exploitation target as they often contain security-critical code, e.g., code
reuse of functions in the C standard library [59].

To help protect against code reuse attacks of library functions, we restrict
control-flow transfers from the application into shared libraries through security
policies. Similar to our CFI scheme discussed above, we instrument the control-
flow operations of the application to use a designated encryption key. Here, the
application’s code is assigned a default encryption key. We allow the selective
hardening of software libraries to restrict access to a subset of functions that
execute security-critical code. Security-critical library functions, such as system
or exec, are encrypted with dedicated encryption keys that differ from the de-
fault key. Thus, invalid paths in the control-flow graph targeting critical library
functions are restricted, as the matching key is required for correct decryption.

Library functions that are invoked via indirect branches are confined as the
corresponding function pointer is associated with an encryption key due to our
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instrumentation. This encryption key defines which functions within the library
can be accessed. Moreover, library calls are also instrumented, enforcing the
usage of the associated encryption key for the library function. Note that shared
libraries also need to be accessible for unprotected programs. Thus, our toolchain
uses dedicated versions of the hardened shared libraries for our code encryption
to maintain compatibility with unprotected programs.

5 Implementation

In the following, we describe the prototype implementation of our toolchain,
which consists of an LLVM extension, a modified loader, and a kernel patch.

5.1 Compiler Extension

We implement our code encryption scheme as an extension to the LLVM [37]
compiler (version 17.0.0). Our prototype integrates a set of compiler passes to
the LLVM optimizer and the x86 backend. The backend passes insert a custom
ELF section for metadata and perform the code instrumentation. Specifically, we
implement a compiler pass that creates a custom ELF section and encodes meta-
data for all functions depending on the used security policy. For forward-edge
CFI, our prototype derives the keyID from the function signature by generating
a truncated hash value of the LLVM IR type information that maps to a ded-
icated keyID. For library encryption, the compiler pass allows the selection of
keyIDs for individual library functions that are considered security critical.

Moreover, we implement a compiler pass that retrieves the keyIDs and instru-
ments the corresponding control-flow instructions, linking them to the correct
alias mappings. To achieve this, we analyze and identify all indirect function calls
and instrument the target address by setting its alias bits associated with the
above-identified keyID; e.g., the corresponding function signature. Concretely,
we implement this by manipulating a specific bit range of the virtual address
according to the keyID, depending on the security policy. For indirect branches,
the function pointer is instrumented through logical operations, i.e., by clear-
ing the bit range and subsequently inserting the keyID into the alias bit range.
This procedure forces the function pointers to use their intended virtual address
alias corresponding to the policies’ designated encryption key. Note that our
compiler framework is fully parameterizable in regard to the bit range of the
virtual address space to achieve compatibility with different memory layouts.
Therefore, our extension offers two compiler options to define the number of
available keyIDs and the bit range of the aliased code mappings. The compiler
pass also needs to correct the target addresses for direct function calls within the
program. As all functions are encrypted with their associated encryption keys
to enforce our CFI policies, direct function calls also need to use the intended
virtual address alias (e.g., keyID derived by the function signature) to decrypt
functions correctly. Therefore, we patch the content of the rip register to use
the intended virtual address to access the function with the correct keyID.
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We also implement optimization passes operating on the LLVM IR. We need
to handle statically allocated data that contain a function pointer in their ini-
tializer value, such as function pointers stored in global/static variables. Thus,
we invoke a compiler-generated startup routine that correctly initializes global
data containing function pointers with the correct keyID. In addition, we assign
all static functions a unique function name (being able to differentiate functions
with the same name but different signatures) and handle non-compatible op-
erations like comparisons of function pointers. To optimize the performance of
forward-edge CFI, our compiler toolchain additionally aligns and pads functions
to the cache line size of 64B. This alignment is essential, as accessing an already
cached memory region using a different memory alias forces the hardware to
evict the currently cached version [2]. The LLVM compiler already provides an
interface for this function alignment. In addition, we use the LLVM support for
Intel IBT to insert landing pads for function entries.

For library code encryption, control-flow operations of the program are in-
strumented similarly to the CFI policy. Here, the compiler either enforces the
use of the default encryption key (i.e., keyID 0) or a designated encryption key
associated with a security-critical function. Special care is required for shared
libraries as these function calls are performed through the PLT. We also map the
shared library with all available keyIDs and separately encrypt security-critical
functions according to the security policy. The PLT stub uses the GOT entry
to either call the dynamic linker to resolve the destination, or already contains
the address of the library function. We instrument the PLT stub to enforce the
use of the keyID associated with the defined security policy. This way, security-
critical functions can only be called from their respective PLT entry or function
pointers that are allowed to target this library function.

Note that we use an Intel Xeon Gold 6530 processor as our main development
and evaluation platform. While Intel TME-MK supports up to 15-bit keyIDs, our
processor supports 6-bit keyIDs, resulting in a total of 64 encryption keys. For
our prototype, this means that keyID collisions for some function signatures can
occur, which is a limitation of our evaluation platform. However, our compiler
extension can also be configured in regards to the supported number of keyIDs
of the processor, allowing the use of up to 15-bit keyIDs for future processors.

5.2 ELF Loader

We provide toolchain support for our code encryption scheme with a modified
ELF loader. The loader is responsible for creating alias mappings to the code
section for all available keyIDs (i.e., 6-bit keyIDs on our evaluation platform).
This allows access to the code section through all the associated encryption keys.

Moreover, the loader needs to encrypt individual functions depending on the
used security policy. Therefore, the loader relies on the metadata encoded in
our custom ELF section previously inserted by the compiler. The loader parses
this metadata and encrypts the code of individual functions depending on the
security policy, i.e., by writing the function’s code with the designated keyID
to memory. During this initial setup, we flush cache lines when updating the
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associated keyID to ensure all writes are done with a single active keyID, as
recommended by the TME-MK specification [27]. After code encryption, we
change the page permissions of the code section back to read-only and executable.

In addition, the loader maps the PLT/GOT for every aliased code sec-
tion. This is required since PLT calls are performed through instruction pointer
relative-addressing. For our prototype, the loader also initializes shared libraries
and maps them for all available keyIDs. However, dynamic linker support could
be added to achieve an on-demand mapping and encryption of shared libraries.

5.3 Linux Kernel Patch

Operating system support is necessary to provide a software interface to control
the Intel TME-MK memory encryption. Intel TME-MK repurposes up to 15-bit
of the physical address (starting with the highest order bit available) located in
the PTE to encode the keyID. We use an experimental Linux kernel patch pro-
vided by Intel Labs that allows to assign keyIDs through a syscall interface [31].
Specifically, the kernel patch enables additional arguments for the mprotect
system call to associate a keyID with a specific range of memory pages.

6 Security Analysis

This section analyzes the derived security properties of our encryption-based
design. We assume an adversary that manipulates a code pointer to redirect the
program’s control flow (see Section 3). We further distinguish between control-
flow attacks that target forward-edge and backward-edge control-flow transfers.
For backward-edge control-flow transfers, we assume that the Intel CET shadow
stack efficiently protects the return address. Thus, corrupting the return ad-
dresses becomes infeasible, i.e., the attacker cannot overwrite return addresses
on the shadow stack. Furthermore, the adversary can attempt to gain control
over a function pointer to divert the forward-edge control-flow transfer. Here,
the attacker exploits a memory safety vulnerability to corrupt a function pointer
and hijack the control flow, e.g., a buffer overflow that allows to overwrite and
manipulate the function pointer and function arguments.
Function Pointer. Our generic code encryption design ensures fine-grained
control-flow enforcement by linking function pointers with encryption keys. If
an adversary gains control of a function pointer and manipulates its address to
redirect control flow, the attack surface is confined. The compiler ensures that
function pointers are instrumented to use their designated keyID, restricting
forward-edge control-flow transfers solely to destinations that are permitted by
the defined security policy. Furthermore, keyID forgery is prevented through our
code instrumentation since the correct alias bits are explicitly set depending on
the security policy directly before dereferencing the function pointer.
CFI Policy. Our generic design enables the implementation of different poli-
cies, such as CFI and library encryption. The prototype implements a CFI pol-
icy that derives valid indirect control-flow targets from function signatures. This
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signature-based CFI policy associates a designated keyID (mapping to an en-
cryption key) for each function signature. This way, function pointers are lim-
ited to solely target destinations with their intended function signature, i.e.,
signature-granular CFI confining the control flow to matching signatures. Note,
however, that other CFI policies [42, 64, 67] can also be implemented on top of
our code encryption scheme. In theory, our design can take advantage of up to
32K encryption keys, as Intel TME-MK is specified for up to 15-bit keyIDs, rep-
resenting the total number of distinct encrypted functions leveraged by the CFI
policy. Nevertheless, the number of available keyIDs is platform-specific, e.g., our
evaluation platform supports 6-bit keyIDs. This can result in keyID collisions for
some function signatures, which is a limitation of our evaluation platform.
Code Encryption. Our design enforces that program execution receives code
decrypted with the encryption key that corresponds to the used keyID. For
policy violations, this results in the (incorrect) decryption of garbled code and,
subsequently, the execution of arbitrary pseudo-random instructions. Precisely,
the use of the wrong keyID leads to a cache miss and results in the data being
served from DRAM, where the TME-MK encryption engine decrypts the data.
The use of an incorrect keyID causes the first instruction fetch to be decrypted
with the wrong encryption key, executing garbled code and very likely causing
a fault [33]. Moreover, our design uses IBT landing pads to detect control-flow
attacks violating our security policies. It is highly unlikely that garbled code, due
to the incorrect decryption, results in a valid landing pad instruction. Precisely,
the probability that uniformly distributed data exactly matches a specific byte
value is 1

256 . The endbr64 instruction uses a 4B instruction encoding. Thus, the
probability of a decryption with a wrong key resulting in an endbr64 instruction
can be given as ( 1

256 )
4, i.e., 2−32.

Authenticated Encryption. Moreover, our design can also take advantage
of Intel TME-MK with integrity. Intel TDX [17, 28, 30] adds support for cryp-
tographic integrity through authenticated encryption. Here, TME-MK provides
an encryption mode that associates cache lines with a cryptographic MAC. This
cryptographic integrity provides detection when functions are accessed with the
incorrect key. Precisely, Intel TME-MK leverages a 28-bit MAC, resulting in a
probability of 1−2−28 for detecting the violation and throwing an exception [65].

7 Performance Evaluation

In this section, we provide the performance evaluation of our design. We evaluate
and discuss the overhead of our design with the SPEC CPU2017 [10] benchmark
suite compiled with our LLVM extension and -O3 optimization level.
Evaluation Setup. We perform our evaluation on an Intel Xeon Gold 6530
processor with support for the Intel TME-MK memory encryption. The CPU
features 32 cores, where each core has a 32 kB L1I/48 kB L1D cache and a 2MB
L2 cache. All cores share a 160MB L3 last-level cache (LLC). Moreover, our
system configuration uses 512 GB DDR5-4800 DRAM with ECC memory. The
given CPU provides 6-bit keyIDs that are usable for our code encryption scheme.
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Fig. 4: The relative performance overhead of our design for SPEC CPU2017.

SPEC CPU2017 Results. For our evaluation, we benchmark our two security-
hardened configurations and compare them to a baseline configuration, show-
casing the performance overheads. Note that we use the ref input to evaluate
all SPEC CPU2017 benchmarks. Our security-hardened configurations demon-
strate the runtime overhead for forward-edge CFI and library code encryption,
as detailed in Section 4. As our toolchain targets the hardening of C and C++
software, all Fortran benchmarks of SPEC CPU2017 are excluded. Furthermore,
we exclude benchmarks with compatibility issues, e.g., the nab benchmark uses
different function signatures for the forward declaration of external functions.

Figure 4 showcases the relative performance overhead of our design for the
SPEC CPU2017 benchmark suite. We find that library code encryption imposes
a low geomean overhead of 2.2 % for confining forward-edge control-flow trans-
fers targeting security-critical library functions. Furthermore, signature-based
CFI imposes a geomean overhead of 7.8 % for fine-grained control-flow enforce-
ment. The results vary across benchmarks. We find that the overhead mainly
stems from two sources: the compiler instrumentation and the increased trans-
lation lookaside buffer (TLB) pressure caused by page aliasing. For example,
our code encryption scheme imposes the largest performance overhead for the
perlbench benchmark, which performs a higher relative number of function calls
and returns than other benchmarks. In addition, we use the perf tool to further
analyze the underlying causes of the incurred overhead. The results indicate that
the overhead of the library encryption reflects the overhead of our compiler in-
strumentation. Moreover, page aliasing reduces TLB efficiency and increases the
TLB miss rate, resulting in page table walks that increase memory latency. Note
that the additional overhead of the signature-based CFI (compared to library
encryption) strongly correlates with the increase in TLB pressure for all bench-
marks. For instance, we find that the majority of the overhead for perlbench is
due to the increase in the number of TLB misses by an order of magnitude.

8 Discussion

In this section, we compare our design with related work on control-flow enforce-
ment, and discuss limitations and potential future work.
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8.1 Related Work

FineIBT [23] provides fine-grained forward-edge CFI using Intel Indirect Branch
Tracking (IBT) with compiler support for logical integrity checks to restrict
valid indirect control-flow targets. Microsoft’s Control Flow Guard (CFG) [8]
enables forward-edge CFI through compiler instrumentation for runtime checks
to validate the destinations of indirect control-flow transfers. In contrast, our
design repurposes Intel TME-MK’s hardware-backed encryption (i.e., correctly
decrypted code) instead of instrumenting logical integrity checks in software.

Code-pointer integrity (CPI) [36] ensures forward-edge CFI by enforcing in-
tegrity for code pointers. CPI identifies sensitive pointers (i.e., code pointers and
pointers that may access code pointers indirectly) through static analysis and
instruments the program to store sensitive pointers and associated metadata at a
protected memory region. The metadata of sensitive pointers is then checked on
pointer dereferences. CPI also provides a safe stack [36] for proven-safe objects.

In addition to CFI measures through logical integrity, CFI techniques based
on cryptographic primitives have also been explored in prior work. For instance,
ARM pointer authentication (PAuth) [51] and CCFI [44] provide CFI measures
through the use of cryptographic message authentication codes (MACs). Also,
PointGuard [19] enables pointer protection through the encryption of pointers.

The overall concept of ARM PAuth is to protect (code and data) pointers
stored in memory from corruption [39, 40]. Therefore, the cryptographic MAC,
so-called pointer authentication code (PAC), of the pointer is generated and en-
coded into the upper bits of the pointer. This PAC ensures the pointer’s integrity
while stored in memory. Moreover, after loading the pointer from memory, the
pointer is authenticated, detecting any potential manipulation (with probabilis-
tic security depending on the size of the MAC [51]). ARM PAuth has been
extensively studied, resulting in the outlining of potential weaknesses [13], e.g.,
PAC reuse [32,39] or PAC forgery [6]. Additionally, the PACMAN [52] vulnera-
bility showcased how to brute-force PAC values through speculative execution.

Intel TME-MK has been used to help protect data in memory, e.g., by enforc-
ing memory safety [57,58] and in-process isolation [65]. In addition, EC-CFI [48]
presents control-flow integrity counteracting fault attacks by combining Intel
TME-MK with the Intel virtualization technology. However, it is important to
clarify that this approach is designed to protect against fault attacks [7]. This
threat model includes a physical attacker that actively induces faults into the
processor, e.g., through laser fault injection [7]. Contrarily, our approach targets
a software attacker that exploits memory safety errors to hijack the control flow.

Other CFI schemes introduce custom hardware extensions for code encryp-
tion to primarily counteract fault attacks [18,24,47,68]. For example, SCFP [68]
offers instruction granular control-flow protection by integrating an additional
pipeline stage into the processor to decrypt the instructions during runtime. This
protects the control flow against logical and physical attacks since the tamper-
ing of instructions leads to incorrect decryption and execution of pseudo-random
instructions. In contrast, our design targets software attackers, while SCFP’s in-
struction granular protection primarily focuses on counteracting fault attacks.
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8.2 Limitations and Future Work

Our code encryption design requires an increased number of TLB entries, as each
encryption key used within a page requires a separate TLB entry. This increases
the TLB pressure, leading to a decrease in performance. Future optimizations
can use 2MB-sized pages to lessen the overhead incurred by TLB pressure.
Moreover, our design does not address fault injection attacks. An adversary
with fault injection capabilities or physical access to the CPU poses a potential
threat; thus, orthogonal countermeasures might be required.

This work implements signature-based CFI as a proof-of-concept; however,
our generic design allows to enforce different security policies on top of the
underlying code encryption mechanism. Future work could explore other CFI
policies [42, 64, 67] to limit control-flow transfers. In addition, the AMD Secure
Memory Encryption (SME) [33] feature enables memory encryption on AMD
machines, leveraging a single encryption key. Recently, AMD also introduced
Secure Memory Encryption Multi-Key (SME-MK) [3, 4], an extension of AMD
SME that supports multiple encryption keys. Future work could explore the
implementation of a comparable code encryption scheme on AMD CPUs.

9 Conclusion

In this paper, we presented code encryption with Intel TME-MK, a novel ap-
proach for fine-grained control-flow enforcement on off-the-shelf x86 machines.
We repurpose the Intel TME-MK hardware feature to encrypt individual func-
tions and to associate control-flow operations with designated encryption keys.
This restricts control-flow transfers solely to destinations that are permitted by
our security policies, i.e., encrypted with their respective encryption key.

This way, we enforce software hardening techniques for forward-edge CFI and
library encryption by securing executable code via TME-MK’s encryption. More
concretely, our generic scheme allows us to efficiently encrypt individual func-
tions through the use of up to 32K encryption keys. Control-flow hijacking leads
to incorrect decryption and, thus, to garbled code, preventing software attacks
that aim to illegitimately divert the program’s execution flow through function
pointer manipulation. This cryptographic restriction of control-flow transfers
also achieves detection through wrongly decrypted IBT landing pads.

We implement a prototype of our security-hardened toolchain, consisting of
an LLVM compiler extension, a modified ELF loader, and a kernel patch. Our
performance evaluation showcases a geomean overhead of 7.8% for forward-edge
CFI and 2.2 % for library encryption using the SPEC CPU2017 benchmark suite.
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